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1. Introduction  

1.1. Purpose  
 
The present document presents configurations and hypothesis to compare data results. It gives public information 
to conduct trade -off for any concurrent solutions according to comparable setting. Data were collected during 
the whole COLROBOT project.  

 

The following part describes implantation of the demonstrator into TAS -F facilities.  

 

 

1.2. List of terms and abbreviations  
 

Abbreviation  Signification  

ENSAM Ecole Nationale Supérieur des Arts et Métiers  

EM ElectroMagnetic  

TAS-F THALES ALENIA SPACE France  

UC University of Coimbra  

IFF Institute Fraunhofer  

HSE Health, Security and Environment  

CHSCT Comité Hygiène, sécurité et conditions de travail  

 

 

2. Human Robot Communication (UC)  
 

Hand and arm gesture dataset based on surface electromyography (sEMG) and inertial measurement unit (IMU) 

data captured from the Technaid human -robot interaction system.  

 

 

2.1. Executive Summary  
Human -robot interaction (HRI) through human hand and arm gestures used in the ColRobot project is described, 

including the hardware used is illustrated. An evaluation of the gesture recognition system is presented, and the 

datasets used are made available in the Appendix section.  

 

2.2. Introduction  
An important challenge in the ColRobot project i s the use of human hand and arm gestures to order robotic tasks 

to a robotic solution. These gestures are captured from electromyography (EMG) sensors  and IMU sensors. While 

the former sensors are placed over the human forearm skin, the latter sensors are placed over a human wrist, arm, 

and chest. In order to recognize the gestures, artificial intelligence techniques are used to process the 

aforementioned sensor data. One of the goals of WP6 is validation, evaluation, and demonstration of using hand 

and arm  gestures for HRI for collaborative purposes between human and robot.  

 

 

2.2.1. Objectives and tasks of WP6  

The goal of WP6 is to have a robotic platform prototype that can be commanded by human gestures. Three main 

kinds of services are desired: the robotic platform (mobile robot) must move in the shop floor to perform some 
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desired tasks; the robotic platform ( robot manipulator) must execute some tasks autonomously; and the robotic 

platform (robot manipulator) must assist a human in performing his/her tasks by the execution of hand -guiding 

movements. This prototype is designed for the aerospace industry being ex pected Technology Readiness Levels 

(TRL) 7. 

 

 

2.2.2. Purpose of the document  

Test, validate and demonstrate the capabilities of the collaborative robotics system developed in ColRobot for 

assembly and kitting in the production of satellites (industrial validation ). 

Finally, two full datasets for benchmarking are built and will be published (Zenodo platform) to foster further 

developments in HRI and gesture recognition.   

 

2.3. Human -robot interaction / collaboration  
To capture gestures from human hand and arm, the proto type ColRobot Tech -HRI system based on EMG and IMU 

was created. The system must be worn by a user as shown in Figure 1. The EMG sensors and one IMU are worn on 

the right forearm and the other four IMUs are worn on right arm, chest, left arm and left forear m. 

 

 
Figure 1 ð A human using the ColRobot Tech -HRI system. 

 

 

2.3.1. Human hand gestures  

In order to command a collaborative robot, the seven gestures depicted in Figure 2 were defined. All these seven 

gestures start with the right hand relaxed and then a double hand movement must be executed according to 

Figure 2. Notice that the gestures 5, 6 and 7 are similar in terms of hand movement, the difference among these 

three ge stures is in the arm position. Since an arm position estimation is performed independently from a hand 

movement gesture classification, in this manuscript the gestures 5, 6 and 7 are evaluated as just one gesture, these 

gestures will be henceforward called  gesture 5. Additionally, there is a gesture class called Non -gesture, which 

represents all gestures that can be performed by a user and are different from the gestures depicted in Figure 2. 

When a Non -gesture is recognized, it is ignored, providing higher  performance to the gesture recognition software.  
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Figure 2 ð Gesture 1 ð 2x Close hand; Gesture 2 ð 2x open hand; Gesture 3 ð 2x Wave in; Gesture 4 ð 2x Wave out; 

Gesture 5 ð 2x double tap in neutral position; Gesture 6 - 2x dou ble tap in down position; Gesture 7 ð 2x double 

tap in upward position.  

 

 

2.3.1.1. Human hand gesture dataset acquisition  

The dataset of human hand gestures was created following a specific acquisition process. Gesture acquisition 

starts with hand relaxed, after that the user performs the effective hand gesture and in the end the gesture ends 

with the hand relaxed again. All the gestures have the same size, i.e. the same number of frames is used to record 

a hand gesture. The capture of the whole effective hand ges ture is guaranteed. However, the time that lasts an 

effective gesture, even the same kind, can be different as well as the time that lasts the relaxed pose in the 

beginning and ending of the gesture.  

 

 

2.3.1.2. Evaluation of hand gesture recognition  

To recognize a gesture from a data stream, two processes are executed.  The first one is the Segmentation process 

and the second one is the Recognition process. The Segmentation provides the information about a data stream. 

It is used to distinguish if the represented da ta is present in the dataset (one of the seven gestures referred above) 

being classified as a Gesture or a Non -gesture. The Recognition process is just executed if the Segmentation 

process result is evaluated as a Gesture, and it provides the information o f which gesture is being represented in 

the data stream. Both processes are based on classifier models.  

Table 1 displays the results of the classifier training used in the Segmentation process. A dataset with 2497 gestures 

was used to train and test the cl assifier, with a random data distribution of 70 % and 30 % for train and test 

respectively. The results of the classifier training used in the Recognition process are displayed in Table 2. In this 

case, a dataset with 3342 gestures was used. The same rando m data distribution 70 % and 30 % as in Segmentation 

process was used. The results are good, being the datasets classified with a classification accuracy of 97 % for the 

Segmentation and above 99 % for the Recognition process.  

 

 

Table 1 ð Confusion matrix for Segmentation Process.  

True class Predicted class  

 Non -gesture  Gesture  

Non -gesture  1188 65 

Gesture  15 1229 

 

 

 

Table 2 - Confusion matrix for Recognition Process.  
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True class Predicted class  

 Gesture 1  Gesture 2  Gesture 3  Gesture 4  Gesture 5  Non -gesture  

Gesture 1  555 1    1 

Gesture 2   558 1    

Gesture 3   1 564    

Gesture 4    1 564   

Gesture 5      547 1 

Non -gesture  3 1 5 5 5 529 

 

 

2.3.2. Human arm gestures  

Three dynamic gestures and seven static gestures based on human arm motion and position were used to 

command the collaborative robot. These gestures were captured considering IMU data. The dynamic gestures 

are depicted in Figures 3, 4 and 5 and the static gestures are depicted in Figure 6. 

Additionally, there is a gesture class called Non -gesture, which represents all gestures that can be performed by 

a user and are different from the gestures depicted in Figure 2. When a Non -gesture is recognized, it is ig nored, 

providing higher performance to the gesture recognition software.  

 

 
Figure 3 ð Dynamic gesture 1.  

 

 
Figure 4 ð Dynamic gesture 2.  
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Figure 5 ð Dynamic gesture 3.  

 

 

Figure 6 ð Static gestures.  

 

 

2.3.2.1. Human arm gesture dataset acquisition  

The dataset of human arm gestures was created following two specific acquisition processes depending on a 
static or dynamic gesture is intended to be collected. In order to collect a static gesture, the user must start 
performing the static gesture before the data acquisition starts and keep the gesture (arm pose) until the data 
acquisition ends. All static gestures have the same size, i.e. a given number of frames is used to record any static 
gesture. Dynamic gesture acquisition starts when arm motion is d etected and ends when arm motion no longer 
detected. The number of frames used to record a dynamic gesture is variable.  
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2.3.2.2. Evaluation of arm gesture recognition  

The recognition of arm gestures is performed by two independent classifier models, one for dynam ic gestures and 
the other one for static gestures. Some tests were carried out in order to assess feasibility of the two classifier 
models. Each dynamic gesture was repeated 20 times as well as non -dynamic -gestures were performed 20 times, 
the results are presented in Table 3. On the other hand, each static gesture was repeated 1000 times as well as 
non -static -gestures were performed 2000 times, the results of these tests are presented in Table 4. These tests were 
performed by different people, during diffe rent days and different time.  

Recognition tests with the three dynamic gestures and non -dynamic -gestures were performed 20 times each one. 
Table 3 displays the results of this tests, which achieved a global RR of 0.99. Effectively, the three kinds of gestu res 
were correctly recognized in 98 % of the times. All of the non -gestures, considered in the tests, were classified as 
non -gestures, which means this recognition system presented high stability to reject disturbances.  

By the analysis of Table 4, we can c onclude that a global recognition rate (RR) of 0.95 was achieved. All of the 
seven static gestures presented high RR being correctly recognized in 96 % of the times. An important point which 
deserves to be highlighted is that any static gesture is not wron g recognized considering the gesture library, i.e. a 
given gesture is not recognized as another gesture from the library. In fact, in the worst scenario a given static 
gesture belonging to the library is just recognized as not being a gesture (non -gesture) . 

 

Table 3: Confusion matrix for dynamic gesture recognition  

True class Predicted class  RR 

 1 2 3 Non -gesture   

1 20    1 

2  20   1 

3   19 1 0.95 

Non -gesture     20 1 

 

Table 4: Confusion matrix for static  gesture recognition  

True class Predicted class  RR 

 1 2 3 4 5 6 7 Non -gesture   

1 1000        1 

2  995      5 0.995 

3   779     221 0.779 

4    912    88 0.912 

5     1000    1 

6      1000   1 

7       1000  1 

Non -gesture  45 15    49  1891 0.953 

 

2.4. Benchmarking of ColRobot HRI/C  
The ColRobot robot will assist human workers in satellite assembly tasks: delivering parts, tools, and kits to the 
operator near the satellite under production; autonomously preparing kits of parts to be assembled; and workin g 
as a third hand assisting the operator in performing final assemblies of parts. The gesture datasets used in the 
ColRobot project can be accessed through the web links shown in appendix 3. These datasets can be used to 
develop new gesture solutions simil ar to the one described in this manuscript as well as to make comparisons 
between the ColRobot solution and future developed solutions.  
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2.5. Appendix  

2.5.1. Hand gesture dataset based on sEMG data captured from the Technaid human -robot 

interaction system  

Web link : https://zenodo.org/record/1325173  

DOI: 10.5281/zenodo.1325173  

 

 

 

2.5.2. Arm gesture dataset based on IMU data captured from the Technaid human -robot 

interaction system  

Web link: https://zenodo.org/record/1458250  
DOI: 10.5281/zenodo.1458250  

 

 
 

https://zenodo.org/record/1320922
https://zenodo.org/record/1458250
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3. Grasping/vision/detection/tools (AKEO+)  
 

3.1. Grasping  

3.1.1. Introduction  

 

The objective of this benchmarking is to evaluate the performance of the gripper integrated in the ColRobot 

aerospace use -case demonstrator for kitting applications.  

In this use-case, the grasping system should be able to grasp parts of various shapes and dimensions, with screws, 

washers and nuts from M3 to M12 calibers (see Figure 7). 

 
Figure 7. Illustration of the kitting comp onents used for grasping benchmarking.  

A versatile, flexible low -cost gripper has been developed in the ColRobot project in the context of WP4, Task T4.3 
as shown in Figure 8. 

 
Figure 8. ColRobot v ersatile low -cost gripper of WP4 -T4.3 

While this highly -reconfigurable gripper is able to grasp additional, larger parts such as standard tooli ng 
(screwdrivers, general assembly parts, etc.), its flexibility hinders its ability to grasp smaller kitting parts such as M3 
washers (see deliverable D4.3 Evaluation of localization, navigation and grasping system).  

A different, specialized gripper is th erefore integrated on the WP6 demonstrator to maximize performance for 
kitting applications. Specific gripper jaws/fingertips have been designed in order to maximize the gripping quality 
for thin parts such as M3 washers. The WP6 gripper with details on th e gripper jaws are presented in Figure 9. 
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Figure 9. Integrated WP6 gripper with custom fingertips.  

This specialized gripp er is used to generate the benchmarking dataset presented in this section.  

 

3.1.2. Benchmarking set -up/configuration  

 

The benchmarking is performed as follows:  

1. A sample of 24  representative  parts of the kitting application is selected and used for the benchmarking 
(see 3.1.4). 

2. The gripper is mounted on a KUKA LBR14 iiwa robot manipulator, using a SCHUNK SHA/SHK -050 manual tool 
changer.  

3. For each part of the sample, 3 successive trials are performed (total of 72 tr ials): 
a.  The part is placed on a rigid, flat surface at a known location.  
b.  The gripper center is moved by the robot at the vertical of the part location, 100mm above the 

supporting surface.  
c.  The gripper, open, is moved down to contact with the flat surface.  
d.  The grasping procedure is executed.  
e.  The gripper is lifted back to ist original position.  
f. The grasping quality is evaluated.  

Evaluation of the grasping quality is performed with a notation in [X,0,1,2] to be attributed:  

¶ X: the trial could not be performed (pa rt not available, part too big for the gripper range, etc.).  
¶ 0: the grasping failed. Possible reasons are: the gripper closed itself above the part, the part slipped away 

from the gripper jaws, the part fell from the gripper, etc.  
¶ 1: the grasping is succes sful but considered weak. Possible weaknesses are: the part moved relatively to 

the gripper during the grasping procedure, there is a risk of the part falling from the gripper.  
¶ 2: the grasping is successful and strong.  

 

3.1.3. Format  

 

The benchmarking data takes the following format:  

¶ Input data:  

o Table describing the sample of representative parts, 1 row for each part of the sample.  

Á For each row, 3 columns: the part ID, the part type, the part description.  

¶ Output data:  

o Table with 1 row for each part of the sample.  

Á For each row, 3 columns (1 for each trial) containing the notations.  
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3.1.4. Data input  

 

Part ID Part Type Part description 

1 CHC Screw M3x8mm 

2 Flat washer M3 thickness=0.58mm 

3 Flat washer M3 thickness=0.50mm 

4 Flat washer M3 thickness=0.75mm 

5 Onduflex washer M3 concave side facing upwards 

6 Onduflex washer M3 convex side facing upwards 

7 Onduflex washer M8 concave side facing upwards 

8 Onduflex washer M8 convex side facing upwards 

9 Onduflex washer M10 concave side facing upwards 

10 Onduflex washer M10 convex side facing upwards 

11 Nut M6 

12 Nut M8 

13 Specific use-case Component Grub screw M3 

14 Specific use-case Component Shoulder screw M3x18mm 

15 Specific use-case Component Shoulder screw M3x35mm 

16 Specific use-case Component Shoulder screw M4x20mm 

17 Specific use-case Component Shoulder screw M4x60mm 

18 Specific use-case Component Shoulder screw M8x40mm 

19 Specific use-case Component Shoulder screw M12x80mm 

20 Specific use-case Component Washer M3 Diam=20mm thickness=1mm 

21 Specific use-case Component Washer M4 Diam=8mm thickness=0.58mm 

22 Specific use-case Component Washer M5 Diam=20mm thickness=2mm 

23 Specific use-case Component Bushing Length=5mm Diam.Int.=6mm Diam.Ext=8mm 

24 Specific use-case Component Standard screwdriver 
Table 3-1. Benchmarking Data input for grasping.  

3.1.5. Data output  

 

Part ID Trial 1 Trial 2 Trial 3 

1 2 2 2 

2 2 2 2 

3 2 2 2 

4 2 2 2 

5 2 2 1 

6 2 2 2 

7 2 2 2 

8 2 2 2 

9 2 2 2 

10 2 2 2 

11 2 2 2 
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12 2 2 2 

13 2 2 2 

14 2 2 2 

15 2 2 2 

16 2 2 2 

17 2 2 2 

18 2 2 2 

19 2 2 2 

20 2 2 2 

21 2 2 2 

22 2 2 2 

23 2 2 2 

24 2 2 2 
Table 3-2. Benchmarking Data output for grasping.  

3.1.6. Out of range/limitations origins  

AS observed in the data output above, a weak grasping might occur on Part ID 5, that is an M3 onduflex washer. 
Such washers, beyond being small, have a specific shape which might lead to an incorre c t grasp depending on 
the relative orientation between the gripper jaws and the part. This orientation can be correctly chosen using 3D 
sensing before grasping. A 3D sensor has been added to the ColRobot picking sensing system (see ColRobot 
technical report ) in order to provide means to overcome this obstacle.  

Results shown in the data output can be summarized as in Figure 10. 

 
Figure 10. Grasping benchmark ing output data overview.  

3.2. Vision & detection  

3.2.1. Introduction  

A specific 2D sensing system, comprising of a 2D camera, a backlit feeder and its associated processing has been 
developed for the ColRobot kitting use -case. This sensing system is integrated with the gripper and the robot as 
shown in in Figure 9. 

The objective of the sensing system is to detect and locate the kitting parts (notably screws, washers and nuts) in 
order to grasp them.  
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The sensing system must be able:  

¶ To be rapidly reconfigured for parts of new dimensions (in case of evolution of the kitting specifications), 
without reprogramming.  

¶ To be able to isolate parts among similar (but not identical) parts.  
¶ To be able to avoid detecting parts that are overlapping.  
¶ To be able to avoid detecting parts that are too close to each other (clearance should be above 6mm)  

3.2.2. Benchmarking set -up/configuration  

 

Constraints are  imposed on the processing algorithm to avoid grasping issues:  

¶ Do not detect overlapping parts.  

¶ Do not detect parts too close to another part (identical or not), i.e. keep 6mm clearance around any 

detected part.  

All input pictures are taken with the same sensor, at the same distance to the backlit feeder.  

Processing parameters are the same for all images.  

The list of parts to be detected with their parameters is given below in the Data input section.  

 

For all input images, all parts given in the input para meters are searched for and an output image is created if 

found highlighting a point of interest of the part, and an associated oriented frame.  

 

On some input images, additional (non -referenced) parts are present in order to test the discrimination propert ies 

of the algorithm (false positives).  

3.2.3. Format  

The benchmarking data takes the following format:  

¶ Input data:  

o List of input images (15).  

o Table of parameters to be given to the processing algorithm for each input image.  

Á For each part, a part type, and an ordered list of dimensions (semantics depending on the 

part type).  

¶ Output data:  

o A structured folder of output images (max. 15x7)  

Á For each input images, a clone of the input image is created for each part described in the 

input parameters, only if found, an d highlighting:  

¶ A point of interest (static in the part frame for a given part type).  

¶ An associated frame describing the part orientation.  

 

The dataset is hosted in òOpen Accessó. 
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Collaborative Robotics for Assembly and Kitting in Smart Manufacturing  

 D6.1 COLROBOT for Space 

This project has received funding from the European Unionõs Horizon 2020 research  
and innovation programme under grant agreement No 688807  

 

 

Public  

 

 
 

3.2.4. Data input  

 

The input parameters are listed in the table below:  

 

Part name Part type Parameters 

M3 washer washer Diam. Int.=3.2mm, Dam. Ext.=7mm 

M5 washer washer Diam. Int.=5.3mm, Dam. Ext.=10mm 

M8 washer (spec) washer Diam. Int.=8.3mm, Dam. Ext.=20mm 

M3 screw CHC screw Head=CHC, diam=3mm, length=20mm 

M5 screw CHC screw Head=CHC, diam=5mm, length=20mm 

M7 screw CHC screw Head=CHC, diam=7mm, length=20mm 

M5 nut nut Diam. Int.=4.3mm 
 

Input images are hosted here:  

Web link: https://zenodo.org/record/2549616  

DOI: 10.5281/zenodo.2549616  

 

3.2.5. Data output  

 

Output images are hosted  here:  

Web link: https://zenodo.org/record/2549616  

DOI: 10.5281/zenodo.2549616  

 


































